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Abstract. Privacy concerns among Social Networking Services (SNS) users are 
increasing. However, Privacy-Enhancing Technologies (PETs) are not, yet, 
widely deployed and their deployment rate is marginally growing. This is sur-
prising given the fact that PETs are widely recognized as effective at reducing 
privacy risks. This paper explores this paradox, by presenting a classification of 
the key factors influencing the adoption of PETs. The conclusions of our analy-
sis suggest that, certain factors are overemphasized, while the importance of 
others has been overlooked. Our classification is based on relevant literature 
and experimental analysis of PETs, and can inform both practitioners for  
designing and enhancing PETs, as well as researchers, as we identify several 
open issues.  
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1 Introduction 

Privacy concerns among Social Networking Services (SNS) users are increasing [1], 
[2], and there is even a small proportion of users who are willing to pay for privacy-
friendly services [3]. Privacy research in SNS focuses on developing and applying Pri-
vacy-Enhancing technologies (PETs) to support users participating in social networks, 
while maintaining their privacy. PETs used in the context of SNS include, mainly, 
attribute-based controls, such as Facecloak, decentralized SNS, such as Diaspora and 
privacy management applications, such as MyPermissions Cleaner.  

However, privacy enhancing technologies are not, yet, widely deployed [3], [4]; 
moreover the rate at which their deployment has grown over the last few years has not 
been substantial. This is surprising given the fact that PETs are widely recognized as 
effective at reducing privacy risks [4], [5]. This paper discusses this paradox and ad-
dresses the question why PETs adoption by social network users is so far limited. 
Understanding this issue and analyzing the underlying causes can serve as a guide for 
future research and practice, to provide users with more effective and attractive PETs. 

To analyze the problem of low adoption of PETs, we have followed a multifaceted 
approach: First we identified all relevant factors associated with the low adoption of 
PETs from the extant literature. Then we conducted experiments with several PETs, 
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and evaluated them against these factors in order to derive more insights with regard 
to their use. This exploration resulted to a classification of key factors influencing low 
adoption of PETs in SNS, based on literature research and experimental use of PETs 
by the authors.  

The literature analysis allowed us derive important conclusions and identify  
contradicting findings. For instance, while several papers argue on the importance of 
users being aware of PETs [6], [7], others suggest that awareness is not associated 
with their increased deployment. This paper provides a deeper understanding of the 
issues pertaining to the use of privacy enhancing technologies, whereas current  
approaches tend to shed light to specific aspects of the issue, while neglecting others.  

The contribution of this paper is both theoretic and practical: On a theoretical level, 
we identify and provide a classification of the key factors influencing the limited use 
of PETs in the context of SNS. We discuss these factors and show that some may 
have been overestimated while the importance of others seems to evade researchers’ 
attention. From a practitioner’s viewpoint, we illustrate aspects of privacy protection 
that commonly used PETs fail to meet, thus contributing to users’ abstention from the 
use of privacy preserving technologies. 

The paper is structured as follows: in the following chapter, we describe PETs used 
in SNS. In chapter 3 the classification of key factors affecting PETs adoption by SNS 
users is presented. The last chapter contains conclusions deriving from our work, as 
well as highlights of areas for further research.   

2 Background: Privacy Enhancing Technologies and Social 
Networks 

Privacy concerns related to the use of Social Network Services are increasing [2]. To 
address these concerns several technological measures have been developed, aiming 
to protect published information from unauthorized audiences and raise the users’ 
awareness when it comes to sharing personally identifiable information (PII). Such 
technologies, commonly known as Privacy Enhancing Technologies, or PETs, include 
a wide range of applications including access control, privacy signaling tools, third 
party tracking tools, social identity management systems and decentralization of  
Social Network Services.  

PETs used in SNS include attribute-based controls which are based on encryption 
(e.g. Lockr [8], Persona [9] and EASiER [10]), role-based access controls, based on 
encryption and/or obfuscation or perturbation (e.g. BlogCrypt [11], FlyByNight [12], 
Facecloak [13], FaceVPSN [14] and NOYB [15]), and audience segregation (e.g. the 
Clique Prototype [7]). Another approach aiming at protecting PII via avoiding central 
repositories has been implemented either as web-based decentralized SNS (Diaspora 
[16], Vis-à-vis [17], Frenzy [18]) or as Peer-To-Peer SNS (Safebook [19], PeerSoN 
[20], Life Social [17], Likir [17]). 

Privacy signaling technologies such as RMP-Respect My privacy [21] and P3P 
[22] can also be applied in SNS, while other tools include privacy wizards that help 
users set their privacy settings (e.g. Collaborative policy analysis [23], PriMa [24], 
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MyPermissions Cleaner [25], privacyfix [26], Priveazy LOCKDOWN [27]). Privacy 
Mirrors help users understand which of their personal information is visible to other 
users (such as Facebook’s ViewAs and Search engine profile preview [28], Privacy 
Mirror [29], Privacy Check [30], PrivAware [31], make myself clear [32]).  

There are also Social Network Visualization Tools (such as Vizster [33], 
Friendwheel [34]) and Personal Containers, which register which information about 
the user has been published and where they were published (Privacy Delegate [35], 
Privacy Butler [36]). Last but not least, there are tools that reveal which social  
networking services track users while surfing the internet (Disconnect [37]). 

Despite this plethora of privacy tools, some of which are independent applications 
while others are embedded into SNS platforms, users still don’t seem to be taking 
advantage of them, despite rising privacy concerns and thriving use of SNS. For  
instance, relevant literature reports on the limited use of access controls and privacy 
settings that are provided within the SNS platforms [38], [1], [39], [40]. It should be 
noted though that perception of low adoption of PETs is based mainly on literature 
and there is lack of published research and statistics about the use of specific standa-
lone PETs in practice.  

But why does this phenomenon happen? Why do so few users employ privacy  
enhancing technologies? Several reasons have been proposed, including lack of  
knowledge, lack of skills [5], the time needed to learn a new technology, the complexity 
of existing technologies [52] the multiplicity of approaches to privacy protection [41], 
cost [42], usability issues [41], lack of support by the platform [43], users cognitive and 
behavioral biases [42]. Another aspect of users’ paradoxical behavior has been traced in 
their unawareness of some of privacy threatening e-service aspects [44]. Most relative 
studies  try to answer this question by focusing on a specific aspect of the problem, 
especially to why some users change their privacy settings within SNS, when this is 
provided as an option, to limit the audience of what they share, while others don’t [45], 
[5]. 

Up to now, however, no relevant study has attempted a thorough discussion of all 
factors contributing to the low adoption of PETs by SNS users. In the following we 
provide an in-depth discussion of the key factors we have identified through literature 
review and deployment of a large set of available PETs that are applied by SNS users. 

3 Key Factors Affecting PETs Adoption by SNS Users 

3.1 Awareness of Privacy Risks and PETs 

It has been suggested that many SNS users are unaware of the existence of some PETs 
[46]. Moreover, it is often the case that users are not aware of certain privacy-
threatening aspects of the services they are using, such as, for instance, privacy dangers 
deriving from third-party applications [44]. Therefore, they cannot benefit from special 
purpose PETs, such as those aiming at limiting the access of third party applications to 
personal information (e.g. MyPermissions Cleaner [25]). Relevant literature, however, 
also reports findings where individuals despite being aware of PETs, did not use them 
[4], [47]. 
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Generally, privacy concerns and awareness of privacy risks are considered to  
contribute to a user's informed decision to reveal PII [6], as well as to take measures 
against its misuse. This is also true the other way around, as Xu and al. (2009) found 
the level of privacy concern to be inversely linked to perceptions of control on the 
flow of information disclosure, including PETs use [48]. The level of privacy concern 
acts as a motive for PETs use, however it is a weak predictor to the users' decision, as 
the user faces cognitive and behavioral biases [41].  

Conclusively, being aware of privacy tools is an essential prerequisite for their  
use, awareness is only weakly linked to their deployment. It this thus important, to 
include other individual as well as technical related factors in order to gain a deeper 
understanding of the problem.  

3.2 Requirements for Special IT Skills 

Lack of technical skills and the time needed to learn a technology have also been 
identified as possible inhibitors for the use of PETs [5], [4]. As Yao [49] states, many 
online privacy protection strategies require technical skills beyond that of an average 
user, and this is true even for young adolescents [50].  

Our experience from testing relevant tools, indicates that SNS users need to be  
familiar with the not so trivial use of browser extensions in order to use applications 
such as Priveasy Lockdown [27] and FaceVPSN [14]. Moreover, users need at least 
basic knowledge of concepts as encryption is applied in most access control solutions. 
For example, to use Blogcrypt [11] the user has to manually import and export  
encryption keys. Even worse, to use PETs deployed in distributed social networks, as 
in the case of  Vis-à-Vis [17], users must be able to create and publish their own  
profile, and maintain them in their personal computer resources. 

3.3 Complexity and Diversity 

The need for privacy protection, including adoption of PETs, stems from a set of  
multiple and different risks, resulting of different aspects of SNS use, e.g. posting of 
photographs, chatting, sharing friends list. As a result, different practices are applied to 
protect a user’s privacy, some aiming at awareness and some aiming at information 
concealment. Moreover, researchers provide different solutions to the same aspects of 
privacy risks. An example is the implementation of access controls by obfuscation, as in 
NOYB [15] or encryption, as in StegoWeb [51]. This leaves the user with multiple and 
diverse tools or technologies to evaluate, in order to choose which one to use, a process 
that requires a significant amount of time, effort and knowledge. In addition to the  
diversity of PETs, users encounter complex and unusable interfaces [38] that make the 
tools difficult to configure [52], thus adding to the difficulty of PETs adoption.  

3.4 Direct and Indirect Cost 

As with other software products, the use of PETs may entail direct cost for acquiring the 
tool, as well as intangible costs, related to time for learning [53], limited functionality 
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and usability issues, such as how seamless is the authentication to third-party websites 
[41] etc. 

Most users report they are not always willing to pay for acquiring a privacy tool, 
despite having privacy concerns [41]. Rose (2005) found that, although most partici-
pants in a survey reported being very sensitive to privacy issues, less than half of 
them would be willing to pay roughly $29 to have their privacy protected by means of 
property rights on personal information [41]. However, many PETs can be acquired 
and used with no direct cost.  

Moreover, SNS users are not keen of experiencing delays, changing their habits of 
interacting with an e-service or discounting usability, due to PETs use. For example, 
 a typical Facebook user with an average number of 130 friends [54], who wants to 
encrypt her posted data using FlyByNight, needs to encrypt messages with each of her 
friends public keys, thus experiencing  significant overhead and delay [12]. 

Switching costs, usually described as platform lock-in, can also affect the intention 
of SNS users to deploy PETs, if this requires switching to a new SNS platform [53]. 
For instance, to use Scrambls, all recipients need to use the required platform plugin 
[55] to decrypt a message. Ajami and Ramadan [43] argue that if an SNS provider 
identifies the use of Facecloak, a PET that replaces selected information with other 
meaningful values when these are posted to the SNS, then they may suspend the user 
account. This also adds to the switching costs for the use of PETs, since a privacy 
sensitive user needs to switch to another social network platform in order to apply 
privacy preserving tools.  

Generally, PETs are technologies that make processing of personal data more cost-
ly or may prevent it altogether. Only a subset of PETs can claim to be ‘positive‐sum’ 
in the sense that they allow the delivery of services as well as or better than would be 
the case without them. [4] 

3.5 Low Visibility of Effectiveness and Inadequate Feedback 

Users’ awareness of the benefits derived from preserving their privacy is also a criti-
cal factor with regard to their decision to use privacy enhancing applications. There 
are users who report that they do not believe in the effectiveness of PETs [56]. This 
can be attributed to the way PETs communicate, or rather fail to do so, their results 
and to the way they give feedback for actions they have performed to protect the user 
[57] or to the way privacy related dangers are presented by the technology used [58]. 

For instance, Disconnect, a block-tracking tool that filters traffic to third-party sites 
to prevent tracking, does not provide any feedback on the privacy risks deriving from 
the third-party websites that are blocked [37]. The same problem exists with the use 
of encryption enabling PETs that do not inform users who or what were prevented 
from accessing their personal information.  

3.6 Privacy Requirements are Partially Addressed 

Most privacy enhancing technologies meet specific, only, privacy requirements. While 
privacy protection generally entails protecting PII from unauthorized information  
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collection, processing and dissemination, informing users and providing them with 
control over their personal data [59], [60], each privacy tool typically meets only a 
small fraction of these requirements.  

For instance, both FlybyNight [12] and NOYB [15] use encryption and obfuscation 
in order to conceal user’s information from the SNS platform and unauthorized users, 
but fail to protect the future inappropriate use of this information by users that may be 
authorized to access it [43]. At the same time, other types of PETs, such as privacyfix 
[26] and MyPermissions Cleaner [25], aim at raising user’s privacy awareness, by 
visualizing the entities that may access their information or highlight issues deriving 
from the privacy policy, but offer no actual data shield, unless the user actively 
changes her privacy settings. 

3.7 The Role of the SNS Platform 

Some PETs, such as P3P [22], need to be supported by the SNS provider in order for 
users to employ them. However, providers are not always happy to support PETs if 
they are not obliged to, as there is no evidence that they will gain competitive advan-
tage by establishing the use PETs [61] and at the same time they need to abandon 
personal information collection and pay the cost of acquiring a technology, as well as 
changing their technical infrastructure [62].  

A typical example is Facebook’s complex access control mechanisms, offered in 
Privacy Settings. While privacy breaches due to this type of access control have 
reached spotlight and Google+, a competing SNS provider is built on the idea of  
personal circles [63], Facebook has not redesigned social networks organization on 
the principles of audience segregation to support PETs such as Clique Prototype [7]. 
Finally, the application of basic access controls in some SNS was a late response to 
privacy advocate requests and not an initiative of SNS providers to protect personal 
information [64]. 

3.8 Responsibility Misconceptions 

When it comes to privacy protection, many users have the belief that providers and 
government are applying necessary measures to ensure it, and are not aware that  
privacy protection is partly their responsibility as well. In fact, a Location Based  
Services Privacy survey, conducted in 2009, showed that PETs were perceived to be a 
relatively weaker mechanism for enhancing control and reducing privacy risk because 
they shift the responsibility of privacy protection on the individual users [48]. What is 
more, most existing PETs for SNS are based on the user’s choice to use, such as 
browser add-ons that encrypt posted messages or highlight potential privacy issues, 
deriving from default privacy settings. Studies have shown that belief of low  
effectiveness of privacy regulation or company privacy policies is an incentive for 
protection technology adoption by the user [65], so low adoption of PETs appears as a 
result of this belief.  

Complex privacy policies published in most SNS contribute to this finding because 
many users misinterpret their presence as enabled privacy protection, while if the 
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presentation was simple and direct, they could understand the privacy issues and 
would be willing to pay for PETs [41][66]. On the other hand, SNS compliance to 
privacy regulations is difficult to audit, due to lack to accountability mechanisms. For 
example, there is the discussion of whether self-regulation, co-regulation or direct 
regulation should be used to enforce respect to users’ stating their preference by  
employing the Do Not Track (DNT) mechanism [3]. 

3.9 Culture 

Privacy concerns and privacy behavior are culture dependent. It has been found, for 
instance, that in Eastern culture, excessive self-disclosure is considered inappropriate, 
so privacy concerns are increased [67]. In 2009, a study by Hichang Cho et al. found 
that internet users’ privacy concerns and behavioral responses such as opt-out and 
avoidance, varied significantly across nationalities, and they can be partially  
explained by national culture values [68]. However, multinational studies do not focus 
on how effectiveness of individual privacy protection mechanisms and strategies, 
including PETs, is perceived by individuals of different cultural background [48][68].  

4 Conclusions and Further Research 

The protection of PII in SNS is a complex issue involving several stakeholders,  
such as the users, PETs industry and developers, SNS providers, governments and 
regulatory bodies and third parties (e.g. advertisers). It thus calls for combined solu-
tions, in which economic forces, cryptographic technologies, and targeted regulatory 
guidelines conspire to create a system with adequate enforcement and control powers 
(see also OECD (1997)) [41]. 

This paper presents an in-depth analysis of the key factors contributing to the  
limited adoption of privacy supporting technologies among SNS users. To the best of 
our knowledge, this is the first attempt to provide a unified view of the problem.  
Extant literature provides partial explanations derived from specific viewpoints: e.g. 
some researchers draw on social theory and employ diffusion of innovation models, 
others employ behavioral theories and technology acceptance models [41] or even 
economic theories [41]. This paper presents a critical discussion of all factors that 
have been identified and provides an integrated approach to the problem.  

Our analysis has showed that the importance of awareness is rather overestimated, 
since many users are aware of different PETs but still refrain from their use. Cost, 
both direct and indirect, also contributes to low PETs adoption, but it is also the issues 
of the diversity and multiplicity of tools and applications that needs to be considered. 
Moreover, complexity and usability issues are also important determinants of PETs 
deployment, while the fact that users tend to underestimate their effectiveness due to 
low visibility of their results, seems to be ignored by vendors and developers.  

It is also important to note that PETs currently offer very specific and limited func-
tions with regard to privacy requirements in the context of SNS and that researchers 
and providers need to provide more integrated privacy solutions. Finally, the role of 
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culture seems to play an important role with regard to users’ inclination against the 
use of PETs, and should be further explored. 

Our effort to identify and evaluate the adoption of specific PETs by SNS users, 
was limited by the complete lack of relevant statistics and studies on the actual use of 
privacy tools by SNS users. Future research includes measuring the importance of 
each of the factors we have identified through a qualitative analysis, using actual user 
data. 
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